
CASCADE Your Datasets for Cross-Mode Knowledge Retrieval of Language Models
Runlong Zhou1 Yi Zhang2

1University ofWashington 2Meta

Quantitative Setup

Modes: Wikipedia and TinyStories

Knowledge: random token sequences

Quantification: only token-by-token memorization,

unlike rephraseable general knowledgeÑ log probability

as metric

Exclusiveness: ensure these knowledge pieces neither

appear in mode texts nor correlate with each other

We construct K “ 32 pieces of knowledge for each mode:
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Length P r8, 512s; disjoint at sequence level: Kwiki X Kts “ ∅.

Queries: shortest prefixes as unique hints

` “ min l such that |tkr0 : ls | k P Kwiki Y Ktsu| “ 2K .

The queries are defined as
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Evaluation

Always put the query in the end of each sequence

Normalized log probability:
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LLMs often fail to access knowledge learned in
one mode when queried in another!

Knowledge: Information that is crucial and should be handled with top priority: fact, logic,

method, etc.

Mode: Information that is less important than knowledge but shows a dense clustering:

context around knowledge, style to present knowledge, source of knowledge, etc.

Qualitative Illustration

Khalil Fong was a Hong Kong-based American 
singer-songwriter and producer. […] In 2005, 
Fong finally signed a recording contract with 
Warner Records. He then debuted with the 
release of his first album. [BLANK] (Hint: first 
four albums in chronological order, with 
names and years.)

In 2005, Fong debuted with the release of his 
first album, "Soul Boy" (2005). His subsequent 
albums were "This Love" (2006), "Wonderland" 
(2007), and "Orange Moon" (2008).

[…] Four albums, each like a chapter in Khalil's 
tale, walking hand in hand down the path of 
time. [BLANK] (Hint: first four albums in 
chronological order, with names and years.)

Khalil released his albums over a span of 
several years, each resonating with his 
unique sound. The first album was "SoulBoy" 
released in 2005, followed by "SoulBoy Lights 
Up" in 2006. His third album, "Wonderland," 
was launched in 2007, showcasing his 
evolving artistry. Finally, in 2008, Khalil 
released "Orange Moon," completing the 
magical quartet that enchanted listeners 
across the land.

Source text fromWikipedia, let GPT-4o rewrite, complete, and judge

Avg acc on three examples: 48.0% Ñ 25.9%, 93.3% Ñ 62.0%, 78.3% Ñ 28.5%

How much will format influence the language

model’s memorization of the knowledge?
How to reduce this influence?

Baseline: Dataset Rewriting

Insert Kts into Dwiki controlled by ratio r: the number of
in-mode occurrence over cross-mode occurrence.
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f(r) = 0.05 (1.59(log(r) 4.09))
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fts qts fwiki qwiki fts qwiki fwiki qts
r “ 1.0 ´4.87 ˆ 10´6 ´5.94 ˆ 10´6 ´6.75 ˆ 10´5 ´2.98 ˆ 10´4

CASCADE

Capture knowledge with doubling context lengths

Compute loss only on second half of the context +

overlap contexts

Ensemble different contexts proportional to inverse

negative log prob
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Methods fts qts fwiki qwiki fts qwiki fwiki qts
Direct

Training

(Ablation)

Non-overlap ´1.93 ˆ 10´8 ´1.43 ˆ 10´8 ´4.77 ˆ 10´3 ´1.53 ˆ 10´2

Overlap ´2.29 ˆ 10´8 ´2.16 ˆ 10´7 ´2.66 ˆ 10´1 ´4.31 ˆ 10´1

Original

CASCADE

Non-overlap ´5.91 ˆ 10´6 ´6.21 ˆ 10´6 ´2.45 ˆ 10´5 ´1.36 ˆ 10´4

Overlap ´9.65 ˆ 10´9 ´8.51 ˆ 10´9 ´2.59 ˆ 10´8 ´9.22 ˆ 10´7

CASCADE
Non-overlap ´3.87 ˆ 10´5 ´3.95 ˆ 10´5 ´1.87 ˆ 10´4 ´1.54 ˆ 10´4

Overlap ´3.26 ˆ 10´7 ´3.44 ˆ 10´7 ´3.71 ˆ 10´6 ´5.06 ˆ 10´6
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